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Abstract—Scalable video coding (SVC) enables low complexity
adaptation of compressed video, providing an efficient solution
for content delivery through heterogeneous networks and to
diverse displays. However, legacy video and most commercially
available content capturing devices use conventional nonscal-
able coding, e.g., H.264/AVC. This paper proposes an efficient
transcoder from H.264/AVC to a wavelet-based SVC. It aims
at exploiting the advantages offered by fine granularity SVC
technology when dealing with conventional coders and legacy
video. The proposed transcoder was developed to cope with
important functionalities of H.264/AVC, such as flexible refer-
ence frame (RF) selection. It is able to work with different
coding configurations of H.264/AVC, including IPP or IBBP
with multiple RFs. Moreover, many of the techniques presented
in this paper are generic in the sense that they can be used
for transcoding with many popular wavelet-based and hybrid-
based video coding architectures. To reduce the transcoder’s
complexity, motion information and residual data extracted from
a compressed H.264/AVC stream are exploited. Experimental
results show a very good performance of the proposed transcoder
in terms of decoded video quality and system complexity.

Index Terms—Scalable video coding (SVC), transcoding.

I. Introduction

SCALABLE video coding (SVC) allows real-time content
adaptation since the extraction of a lower resolution,

frame-rate, and/or quality video can be conducted by a simple
parsing of the compressed bitstream. However, video stored
in the server is often encoded using conventional codecs, such
as nonscalable H.264/AVC [1]. In this case, an efficient low-
complexity video adaptation cannot be achieved. To address
this issue, a nonscalable bitstream can be converted into a
scalable stream by transcoding. Here, transcoding would be
required only once and, afterward, the scalable stream can be
adapted many times.

The most straightforward way to transcode between formats
is to cascade the required decoder and encoder, known as the
cascaded pixel-domain transcoder [2], [3]. It results in high-
quality compressed video, but at an elevated computational
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cost, which renders this approach unfeasible for many im-
portant applications. To reduce complexity, one could use the
motion information [modes, partitions, motion vectors (MVs),
and reference frames (RFs)] gathered from the source stream
to speedup the transcoding process, avoiding a costly full
motion estimation (ME). Here, we define the trivial transcoder
when no intermediate processing is performed.

Transcoding between hybrid-based video coding structures
has been extensively studied before [2], [3], even targeting
hybrid-based scalable codecs [4]. However, hybrid-based to
wavelet-based scalable video transcoding has not been fully in-
vestigated in the literature. Although a hybrid-based approach
was chosen for standardization of SVC within MPEG [5],
concurrently, a significant amount of research has also been
carried out on wavelet-based scalable video coding (W-SVC).
Several W-SVC systems proposed recently have shown a very
good performance in different types of application scenarios
[6]–[12], while still being able to deliver some attractive
features not supported by the standard, such as fine grain
scalability (FGS) and superior performance at specific coding
and decoding rates.

The codec used for the research reported in this paper,
denoted simply as W-SVC in the sequel, is an extended and
improved version of the encoder reported by Sprljan et al.
[6]. It supports quality (with FGS), spatial (resolution) and
temporal scalability, and any combination of them. Its main
features include hierarchical variable size block matching ME
supporting MV scalability [13], flexible selection of filters
for both spatial and temporal wavelet transforms at each
level of spatiotemporal (ST) decomposition [14], [15], user-
defined flexible decomposition path [14], [15], support for
conventional frame-based coding and object-based coding,
motion adaptive spatial filtering [16], bitplane coding based on
embedded zero block coding (EZBC) with binary arithmetic
coding, and low-complexity post compression rate-distortion
optimization (RDO) for bitstream allocation [17].

In this paper, we build on our previous work [18], [19],
improving the way motion information coming from the
H.264/AVC bitstream is exploited when transcoding to W-
SVC. From here on, H.264/AVC refers to the nonscalable part
of the H.264/AVC recommendation [20] (thus without [5, An-
nexure G]). Since H.264/AVC supports RFs selection in a very
flexible way, not all MVs can be directly reused in the targeted
W-SVC. Thus, missing MVs are obtained by low-complexity
approximation and refinement. An additional key issue is that
the motion information from H.264/AVC is optimized for a
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single rate-distortion point, and therefore it has to be modified
to support the addressed scalability functionality. The proven
high performance of the proposed transcoder is obtained by
efficient approximation of extracted MVs. Here, a flexible MV
composition algorithm is introduced that is able to cope with
different coding configurations in the H.264/AVC stream, such
as IPP, IBBP, and hierarchical configurations. Furthermore,
the transcoder efficiently exploits the similarity of H.264/AVC
MVs and the information about the presence of discrete cosine
transform (DCT) coefficients in a H.264/AVC block to greatly
reduce the transcoder complexity at negligible influence on
decoded video quality.

The proposed transcoder is generic in the sense that it can
be used with most of the well-known wavelet-based coding
architectures [8], [9], [12], particularly with any architecture
that uses motion-compensated temporal filtering (MCTF) [7],
[21] at the same ST resolution as the source codec. Fur-
thermore, the transcoder framework, presented in Section III,
can be used with any cascaded pixel domain transcoder,
regardless if they are hybrid or wavelet codecs. Specially,
the MV approximation algorithms presented here could be
easily adapted to any transcoder where RF mismatch is an
issue [22]–[27], particularly the MV composition presented
in Section III-C4. For instance, the coding structure between
the source and the target codecs may be different either due
to format restrictions (some codecs or profiles cannot handle
B-frames, or impose RF restrictions [25], [27]), or because
some feature is desired, such as temporal scalability [26]
(this applies even in transcoding between H.264/AVC and its
scalable extension). Therefore, the transcoder is rather based
on an open and easily adaptable model since the key strategies
proposed for the adaptation of motion information are indepen-
dent from the W-SVC coder and its underpinning algorithms.

The remaining of this paper is structured as follows. Sec-
tion II presents the W-SVC codec used. Section III presents
the proposed transcoder, while Section IV presents the ex-
periments and results made to evaluate the transcoder, and
Section V concludes this paper.

II. W-SVC Codec

The W-SVC codec [6], [14], [16] used in this paper is a scal-
able codec that applies a discrete wavelet transform, MCTF
[7], [21] and embedded coding [17] to achieve FGS. The
architecture of this codec is different than that of H.264/AVC
and other hybrid codecs. Even techniques that are present
in both codecs, like ME and entropy coding, are applied
differently. This section explains the basic structure of the
utilized W-SVC codec and details its ME module, since it
will play a fundamental role in the transcoding. On the other
hand, the H.264/AVC codec is an industry standard [20] and
it has been extensively reported in the literature [1], [28], and
therefore it is not detailed here.

A. W-SVC Codec Architecture

A high-level block diagram of the coding architecture
utilized in the W-SVC codec is shown in Fig. 1. First, the input
video is subjected to MCTF [7], [21], which aims to reduce

Fig. 1. Framework of the W-SVC codec when using t+2-D configuration.

the correlation between consecutive frames and provide a basis
for temporal scalability, avoiding drift problems. Temporally,
decorrelated frames are subjected to spatial decomposition,
which reduces the correlation in the spatial direction and
provides a basis for spatial scalability. This particular coding
architecture is called the t+2-D architecture [14] since spatial
decomposition is preceded by temporal decomposition (TD).
Different decomposition orders, such as 2-D+t and 2-D+t+2-
D architectures [14], can also be used in the codec. Here, the
focus will be on the t+2-D architecture, since it is the simplest
of all architectures and provides the best performance in case
of temporal and quality scalability [29]. In the W-SVC codec,
MCTF is implemented via lifting scheme [30]. The purpose
of the ME module is to estimate the motion between frames
so that the temporal filtering can be performed in the direction
of MVs. Transforms used for spatial and TD at an arbitrary
decomposition level are defined in the encoding parameters.
Many different transforms are supported, such as the 9/7, 5/7,
5/3, and 1/3 among others [31]. In this paper, we have used
the 5/3 filter bank for TD and the 9/7 filter bank for spatial
decomposition.

The texture coding is performed by EZBC [32], which
encodes wavelet coefficients in an embedded manner in or-
der to remove the redundancies remaining after the wavelet
decomposition and provide the basis for quality scalability.
Finally, the resulting data are mapped into the scalable stream
in the bitstream organization module, creating a layered rep-
resentation of the compressed data [33], which can then be
extracted at the desired ST resolution and quality.

B. ME in W-SVC

In the W-SVC codec, the macroblock (MB) size itself is an
encoder parameter, which should be a power of two. Another
encoder parameter is the maximum number of partitioning
levels allowed (i.e., the depth of the quadtree). The MB is
partitioned in a recursive way: if the MB size is n × n pixels,
and the parameters allow for k partitioning levels, then at the
first level the MB will have four blocks of n

2 × n
2 pixels. Each

of these blocks could be further partitioned (provided k > 1).
The minimum block size will be n

2k × n
2k . This flexible scheme

is particularly useful if spatial scalability is used.
The MV precision is also an encoder parameter. While

the most commonly used precision is quarter-pixel, other
precisions can be used, such as 1/2 and 1/8. Although 1/8
precision may result in worse compression performance than
1/4, due to the overhead in MV information that needs to
be transmitted [29], it is useful in the codec when spatial
scalability is applied.
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TABLE I

Profile of the Chosen Partitions for the H.264/AVC and W-SVC Codecs

Soccer Crew City Harbor
Partition Size H.264 (%) W-SVC 3 TD H.264 (%) W-SVC 3 TD H.264 (%) W-SVC 5 TD H.264 (%) W-SVC 6 TD
INTRA 5.28 12.66% 21.16 12.66% 0.45 3.33% 1.09 1.67%
16 × 16 39.33 76.12% 23.86 77.78% 46.50 88.98% 29.03 90.71%
16 × 8 or 8 × 16 15.43 N/A 22.31 N/A 12.92 N/A 16.58 N/A
8 × 8 19.53 10.12% 16.42 9.00% 21.76 6.86% 27.37 6.96%
8 × 4 or 4 × 8 17.18 N/A 14.39 N/A 15.18 N/A 22.72 N/A
4 × 4 3.25 1.08% 1.89 0.54% 3.18 0.83% 3.20 0.66%

The number of TDs used in W-SVC is shown for each sequence, and the H.264/AVC sequences were encoded with IPP configuration and QP = 20.

Fig. 2. Hierarchical structure for selecting the RF with three levels of TD.

C. Selection of RFs

Due to the dyadic TD utilized in the W-SVC, there are rigid
limitations on the RFs that the block matching procedure in
ME can use. Each motion block may use up to two RFs,
one past and one future frame. This is depicted in Fig. 2,
which shows a three-level dyadic TD of nine frames of the
input video, using MCTF with bidirectional prediction. The
markings Lx and Hx in the figure represent low-pass and high-
pass temporal subbands, respectively, at the xth decomposition
scale, and the arrows point from the frames being predicted
to the RFs in the process of MCTF. The RF structure is
fixed at each decomposition scale—frames at higher scales are
never used as reference at lower scales. This strict condition
straightforwardly enables temporal scalability.

Depending on wavelet filters chosen for TD, each block
can choose between four modes: intra, forward, backward, and
bidirectional prediction. It is important to note that RFs used
in ME are the original frames (or frames resulting from a
previous TD), and not the locally decoded frames, as it is
common with hybrid codecs.

D. RDO in ME

The optimization in the W-SVC codec is different than that
of H.264/AVC. In both codecs, RDO consists of three main
elements: 1) selecting an appropriate partitioning of a MB
into smaller blocks; 2) selecting modes for each partition; and
3) selecting a MV for each partition (or two MVs if the
prediction is bidirectional). However, in the W-SVC, the
stream can be decoded at multiple ST resolutions and qualities,
and the same set of partitioning, modes and MVs, is used
for all decoding points (unless scalable motion [13] is used,
but this case is not considered in this paper). Therefore, the
optimization has to be tailored to a wide range of bitrates
and ST resolutions. On the other hand, as others ITU-T and
ISO/IEC standards, only the reference decoder is defined in the
H.264/AVC standard itself [20]. The encoder implementation
is free—the only constraint is that it has to generate a

conforming bitstream. Thus, the optimization is dependent on
the encoder that is used. However, encoder implementations
generally try to optimize the rate-distortion for a fixed bitrate
and ST resolution. Also, in addition to the optimization of
partitioning and MVs, quantization parameters (QPs), the
selection of transforms and other parameters can be considered
in the optimization.

Although it is outside the scope of this paper, we briefly
discuss the RDO procedure in H.264/AVC and W-SVC here.
In both the W-SVC and H.264/AVC (considering the JM
implementation), the cost of a MV is computed as J = D+λ·R,
where D is the distortion (measured as the sum of absolute
differences, SAD, or as the sum of squared differences, or
other measure) and R is the rate (or estimated rate) of
transmitting this motion information. The difference in the
optimization in the two codecs comes from the choice of the
Lagrange multiplier λ, which controls the tradeoff between
rate and distortion. In many H.264/AVC implementations, λ

is a function of the QP [34], and so the tradeoff between
rate and distortion is optimized for each bitrate. Thus, in the
H.264/AVC codec, different QPs lead to different sets of MVs,
since the optimization changes with the QP. For the W-SVC
codec, on the other hand, the same set of MVs has to be
used for all bitrates, in case of quality scalability, since the
result of a W-SVC encoding is a single, scalable bitstream,
that can be extracted at different qualities. Thus, the choice
of λ has to consider all bitrates at a particular ST resolution.
Due to the scalability, sometimes a small decrease in quality
at high bitrates has to be traded for a large increase at low
bitrates. The net effect of this optimization is that larger blocks
are preferred over smaller ones, since the former usually
yields better overall results. This is different than what usually
happens in a H.264/AVC codec. To illustrate this difference,
Table I shows the percentage of different block sizes chosen
for four different sequences at CIF (352 × 288) resolution,
both for H.264/AVC (using IPP configuration and a QP=20)
and W-SVC codecs. It can be seen from the table that, indeed,
larger block sizes are chosen more often in the W-SVC codec
than in the H.264/AVC codec.

Fig. 3 further illustrates the effect of this difference in opti-
mization. The sequence Soccer at CIF resolution was encoded
with H.264/AVC with a three-level hierarchical configuration,
with no intra MBs in inter-frames. This configurations allows
for full reuse of the MVs in the W-SVC codec, since the RFs
for all MVs match. The figure shows the performance of the



PEIXOTO et al.: TRANSCODING FROM HYBRID NONSCALABLE TO WAVELET-BASED SCALABLE VIDEO CODECS 505

Fig. 3. Transcoder results for Soccer CIF sequence encoded with a three-
level hierarchical configuration, with no intra MBs in inter-frames. The
original H.264/AVC sequence uses (a) QP = 20 and (b) QP = 28. The full
reuse of H.264/AVC MVs yields to a large performance loss in the W-SVC
codec.

trivial transcoder with full ME, a transcoder with full reuse of
the MVs, and the proposed transcoder, which will be explained
in Section III. The transcoder with full reuse means that the
W-SVC uses the same set of MVs as the H.264/AVC stream.
It can be seen from Fig. 3(a) and (b) that these sets of MVs
work well in W-SVC for high bitrates, with the set of MVs
for QP=28 even outperforming the W-SVC full ME by 0.1 dB.
For low bitrates, however, the performance is very low, with
more than 10 dB loss for the set of MVs for QP=20 and 1.5 dB
loss for the one computed with QP=28. This happens because
the W-SVC codec uses most of the bitrate for the motion
information, and only a small part is left for the transform
coefficients. As the bitrate increases, this balance is not so
important, and the performance also increases, to the point
where, at high bitrates, it can benefit from a more precise
motion information. This effect has to be taken into account
when developing the transcoder framework.

III. Transcoder

Since the two codecs are fundamentally different, the
transcoder architecture chosen for this paper is the cascade
pixel-domain approach [2], [3]. It consists of decoding the
source H.264/AVC sequence, performing an intermediate pro-
cessing on the decoded motion information, and re-encoding
the sequence using the W-SVC codec and processed motion
information. In this way, complexity is largely reduced, since
full ME does not need to be performed, which is the most
time-consuming task in a video encoder.

The two main issues that need to be addressed by the
transcoder are the RF mismatch and the optimization issue. As
it is common in heterogeneous transcoding, the transcoder tries
to reuse the incoming H.264/AVC MVs as much as possible
[35]. However, the different RF structure in the two codecs
restricts direct reusing of H.264/AVC motion information in
the W-SVC codec. Only those MVs that point to the same RF
in W-SVC and H.264/AVC can be directly reused; those whose
RF do not match have to be approximated and refined. The RF
mismatch is a common problem in transcoding, specially from
H.264/AVC to other codecs, like MPEG-2, H.263, and VC-1,
and also in frame-rate reduction transcoding. The RF mismatch
occurs when the MV for a given partition in the source codec
does not point to the RF required by the target codec. A
common solution to this problem is to use algorithms for

Fig. 4. Example of partitioning decision. The shaded partitions are the ones
that will be tested.

MV composition [22] or MV scaling [36]. These algorithms
attempt to follow the path of motion, composing a new MV
that points to the required RF. However, MV scaling is not
very accurate when the frames are further apart, and most
algorithms for MV composition are not suited to tackle the
complex motion structures that can be found in H.264/AVC
streams. Furthermore, due to the optimization issue discussed
in Section II-D, even the MVs that can be reused may not be
optimal for W-SVC and, therefore, should also be refined.

To cope with these issues, an efficient framework for
transcoding was developed, which reuses the information
about the H.264/AVC partitioning and MVs, taking into ac-
count the optimization issue. Also, a novel and efficient MV
composition algorithm, which is able to cope with complex
motion structures, and new strategies to reduce the transcoder
complexity were developed.

A. Handling the H.264/AVC Partition

The transcoder decisions are made on a MB level, taking
into account the information found in the H.264/AVC MB. In
order to maximize the reuse of H.264/AVC MVs, the MB size
in the transcoder is fixed and it is set as 16×16, and the follow-
ing partition sizes can be tested: 16×16, 8×8, and 4×4 pixels.
The testing of a partition is defined as the approximation (or
reuse) and refinement of MVs for each direction (forward
and backward) and the mode selection (forward, backward, or
bidirectional). If more than one partition size is tested, the one
that yields the lowest cost, in rate-distortion sense, is chosen
(as seen in Section II-D).

The H.264/AVC MB partitioning is taken into consideration
when deciding which partition sizes will be tested in the
transcoder. This is a common strategy in transcoding [25].
However, as said previously, the H.264/AVC partitioning may
not be optimal for the W-SVC codec. In our transcoder, if
the MB was encoded in inter mode in H.264/AVC, then only
partitions that are equal or bigger than those in the H.264/AVC
MB will be tested. This is applied regardless whether MVs
can be directly reused or not. However, since the W-SVC
codec uses a strict quadtree partitioning, this strategy cannot
be applied straightforwardly. As an example, if the H.264/AVC
MB was partitioned into two 16×8 blocks, then both 16×16
and 8×8 partitions will be tested in W-SVC. This procedure is
depicted in Fig. 4. If the H.264/AVC MB was encoded in intra
mode, then the partitions are tested as follows: first 16 × 16
and 8×8 partitions will be tested and, if the latter has a lower
cost, the 4 × 4 partitions will be tested.
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Fig. 5. Selecting the MV and the mode for a given partition.

B. Framework for Approximation and Refinement

To efficiently use the motion information found in the
H.264/AVC stream a framework for approximation and refine-
ment of MVs was developed. As discussed in Section III-A,
the H.264/AVC partitioning is used to decide which partitions
will be tested in the W-SVC codec. This framework specifies
how these partitions are tested. The flowchart of the algorithm
is shown in Fig. 5.

The transcoder keeps a MV candidate list for each direction,
which starts empty. All H.264/AVC MVs that can be reused
are added to the appropriate candidate list. Otherwise, if
none MVs can be reused for a particular direction, several
strategies are used to populate the corresponding candidate
list(s), which will be explained in the next section. The
transcoder then evaluates the cost of all MVs in each candidate
list. Afterward, a refinement step is applied for each direction,
starting at the best candidate selected for that direction. In
all cases, the refinement considered is a hexagon search
[37]. All candidate MVs are in quarter-pixel scale. When
the refinement is performed, the best candidate is rounded
and the refinement is applied in integer-pixel scale, with
two further refinements for half-pixel and quarter-pixel which
consider only the eight immediate neighbors. Finally, the cost
of bidirectional prediction is evaluated, using the best MV for
each direction. No further refinement is made to test for the
bidirectional prediction. The transcoder then decides the mode
for this partition (forward, backward, or bidirectional).

C. MV Approximation Techniques

The main reason why the transcoder needs to approximate
MVs is the RF mismatch. To cope with this problem, the
transcoder uses MV composition and scaling. In addition to
these two main techniques, the transcoder can also use spatial
and inversion approximation techniques.

For all techniques, we are using a similar notation as found
in [26]. Let Bk

n represent the block at the position k in frame n.
The MV for a particular block Bk

n, which points to RF n − α,
is similarly denoted as mvk

n→n−α.

Fig. 6. Example of MV composition.

1) Spatial Approximation: Here, two candidate MVs are
generated. The first is the median MV, computed in the same
way as the H.264/AVC standard [20]. The second MV is
formed as the weighted average of MVs belonging to blocks
above and on the left of the currently observed block. The
equation used to generate the second MV is

mvk
n→n−α =

∑
i∈� wi · mvi

n→n−α∑
i∈� wi

(1)

where � denotes the set of partitions directly above and to
the left of the current partition, and wi is the weight, which
is equal to the number of pixels in the current partition Bk

n

that are neighboring the partition Bi
n. The advantage of these

methods is that they use MVs already refined by the W-SVC
codec, and thus it does not need a H.264/AVC MV, being
able to generate a candidate even if the current H.264/AVC
MB was encoded in intra mode.

2) MV Inversion: This method is used to create backward
MV candidates from already found forward MV candidates. It
inverts all MVs from the forward candidate list, adding them
to the backward candidate list. This method can be useful for
instance in IPP coding configuration when only forward MVs
are available. The equation for inversion is

mvk
n→n+α = (−1) · mvk

n→n−α. (2)

3) MV Scaling: This is not a particularly accurate tech-
nique, but its advantage is its low computational complexity
and the possibility to always produce a candidate, given a
starting MV. The scale factor is directly proportional to the
distance between the H.264/AVC and the W-SVC RFs and
the current frame [36]. Let n be the current frame, n − α

be the RF used by the H.264/AVC MV, and n − β be the
RF used by the W-SVC MV, then, the equation for scaling
is

mvk
n→n−β =

(
β

α

)
· mvk

n→n−α. (3)

4) MV Composition: An example of MV composition is
depicted in Fig. 6. In this example, the target is to get the MV
mvk

n→n−3 for the block Bk
n. However, the H.264/AVC MV for

this block is mvk
n→n−1. Starting from the given block in frame

n, the MV composition checks where its MV points to in frame
n − 1. Then, it gets a new H.264/AVC MV from the partition
corresponding to that position in frame n − 1 (mv

j
n−1→n−2 in

the figure), and then checks where this MV points to in frame
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n − 2. The process iterates until the desired RF is reached.
The final MV is then composed as

mvk
n→n−3 = mvk

n→n−1 + mv
j
n−1→n−2 + mvi

n−2→n−3. (4)

A few problems may arise in MV composition.
a) A H.264/AVC MV generally does not point to a position

in the grid. Thus, the partition pointed to by the MV
may overlap with other partitions. A popular algorithm
that deals with this issue is forward dominant vector
selection (FDVS) [22]. The FDVS will select the position
on the grid that has the largest overlapping area with
the position estimated in an intermediate step of MV
composition. An alternative to FDVS is to use telescopic
vector composition (TVC) [23], which will always look
for MVs in the same position as the starting partition,
therefore avoiding the grid-matching problem.

b) Even if the new position matches the grid, there may
be more than one MV for the matching partition. As an
example, the original starting partition in frame n may
have been 16 × 16, while the partition in frame n − 1
may have been coded as two 16×8 partitions. A common
solution to this problem is to use a weighted average on
these MVs [24]. The equation is

mvk
n→n−α =

∑
i∈K wi · mvi

n→n−α∑
i∈K wi

(5)

where i is the index of a subpartition within the partition
Bk

n, K represents the set of subpartitions within the current
partition Bk

n, and wi represents a weight, which is the area
occupied by the partition with index i.

c) A MB in the composition process may have been coded
in intra mode and, therefore, may have no MV, or its MVs
may use invalid RFs (out of the range from current frame
to the target RF, or in an invalid direction).

Although the issues described in the last point above may
occur in a H.264/AVC stream, most MV composition methods
are not suited to tackle these issues [22]–[27], [38]–[40], and
are applied to situations where the H.264/AVC stream was
encoded in IPP configuration with one RF. To deal with more
complex motion structures, we developed a new MV compo-
sition method that is similar in spirit to FDVS [22] and TVC
[23], extended to work with different coding configurations,
multiple RFs, and variable block sizes occurring in H.264/AVC
motion information. It combines both FDVS and TVC to
overcome the issues listed before, and it is explained in the
following sections.

MV Composition Based on FDVS Supporting Multiple
RFs and Variable Block Sizes (MRVB-FDVS): The aim here
is to compose a MV from the current frame n to the W-SVC
RF n − β. The example here is constructed based on the test
of a 16×16 partition for Bk

n. The algorithm works in the same
way for other partition sizes.

The algorithm is based on an ordered MV list, which starts
empty (list = {·}). At each step of composition, the list is
refreshed. In the first step, all H.264/AVC MVs within the W-
SVC partition P0 = Bk

n are considered. These MVs are grouped
according to their RFs; each group contains MVs that point to

Fig. 7. Step 1 of MV composition using MRVB-FDVS.

the same RF. The algorithm then calculates a weighted average
of MVs within each group, with weights that are proportional
to the size of their corresponding partition area. The averaged
MVs whose RF is between the frames n and n − β are added
into the list, ordered such that the elements toward the end
of the list have RFs that are closer to n − β. This first step
is depicted in Fig. 7. In the figure, k0 and k1 denote the two
16 × 8 partitions within Bk

n. In the example, the partition Bk
n

has two MVs, which point to two different RFs, n − 1 and
n − 2. They are classified in two groups, and there is no need
to compute an average because each group has only one MV,
and thus mvk

n→n−1 = mvk0
n→n−1 and mvk

n→n−2 = mvk1
n→n−2. The

two MVs are added to the ordered list, which is now

list =
{
mvk

n→n−1, mvk
n→n−2

}
. (6)

In the next step, the algorithm pops the last MV on the list
(i.e., the one closer to the target RF, mvk

n→n−2, in the example)
and adds it into the current composition group CG. The CG
is the group of MVs that are effectively used to compose the
MV from frame n to frame n − β. It also starts empty and, at
this point in the example, it is

CG =
{
mvk

n→n−2

}
. (7)

The new position of the partition in the frame n − 2 (in
this example) is calculated as Pi = P0 +

∑
i∈CG MVi. In

the example, we have P1 = P0 + mvk
n→n−2. To continue the

composition, the position P1 is aligned to the grid (of the
same size as the original partition, which, in the example, is
16 × 16). The aligned position, therefore, corresponds to the
partition that has the highest number of overlapping pixels
with the 16 × 16 area at the nonaligned position P1. This is
depicted in Fig. 8, where P1 is aligned to the position of the
block B

j
n−2. In the example, this block is also partitioned in

two 16× 8 blocks (the partitions B
j0
n−2 and B

j1
n−2), and both of

its MVs point to frame n − 3. In this case, in order to have
only one MV for this step, the MVs are averaged

mv
j
n−2→n−3 =

mv
j0
n−2→n−3 + mv

j1
n−2→n−3

2
. (8)

This MV is then added to the ordered list, which is now

list =
{

mvk
n→n−1, mv

j
n−2→n−3 . (9)

In the next step, the element at the back of the list,
mv

j
n−2→n−3, is popped and the algorithm repeats again until

the target RF, n − β, is reached. The composed MV is
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Fig. 8. Step 2 of MV composition using MRVB-FDVS.

mvk
n→n−β =

∑
i∈CG MVi. If, at some intermediate step, the

MVs cannot be used (either because they point outside the
desired range or the block has been coded in intra mode),
the algorithm will remove all MVs from CG that were added
in any subsequent step to the one in which the currently last
element of the ordered list has been added. Then it will pop
another MV from the ordered list, using it in the same way
as before. The algorithm continues in such a manner until the
target RF n − β has been reached or until the list is empty.
Once the target RF has been reached, the algorithm stops, and
the remaining elements in the lists are cleared.

MV Composition Based on TVC Supporting Multiple RFs
and Variable Block Sizes (MRVB-TVC): This method is very
similar to the method described in the previous section. The
only difference is that, at each composition step, the new
position is estimated as Pi = P0. In other words, the position of
the block is considered to be the same throughout the frames.
The final MV is composed in the same way. Note that, even
though the position is kept the same, the final composed MV
does not have to be zero. It only means that the MVs for the
composition are collected from partitions at the same position
as the originating partition P0.

Composing MVs in IPP coding configuration with One
RF: For the simple case of IPP coding configuration with one
RF, only the forward MV is available from H.264/AVC, but
the W-SVC codec still needs two MVs to form a bidirectional
prediction. Let frame n be the current frame, frame n − β be
the target RF for the forward MV, frame n + β be the target
RF for the backward MV, and Bk

n be the current partition, for
which it is desired to compose the MV. Then, we have the
following.

a) For the forward MV, MRVB-FDVS is directly applied for
MV composition, starting at block Bk

n and generating the
approximated MV mvk

n→n−β.
b) For the backward MV, the approach is changed slightly.

Since there is no backward MV, the transcoder applies
MRVB-TVC starting at block Bk

n+β, generating a MV
mvk

n+β→n. Then, it uses inversion on this MV to get
the approximated MV mvk

n→n+β. TVC is used instead
of FDVS because the latter cannot guarantee that the
composition will arrive at the same block, which is not
the case with the former.

Composing MVs in IPP Coding Configuration with Multi-
ple RFs: In the case of multiple RFs, the composition method
is performed in two phases. The second phase is executed only
if the composition is unsuccessful in the first phase. The first

Fig. 9. Example of MV composition in two phases. The goal is to compose
the MV mvk

n→n−β for block Bk
n. However, for some reason, the composition

can only compose the MV mvk
n→n−β−γ in the first phase (using MRVB-

FDVS). The second phase attempts to compose the MV mvk
n−β→n−β−γ for

block Bk
n−β, using MRVB-TVC. The final composed MV is then mvk

n→n−β =
mvk

n→n−β−γ − mvk
n−β→n−β−γ .

phase is similar to the composition for IPP coding configura-
tion with one RF, with the main difference that the algorithm
may record composed MVs for frames beyond the target RF.

First, the algorithm tries to compose a MV starting at the
block Bk

n to the desired RF n − β, using MRVB-FDVS. If it
cannot compose such MV, it allows the last iteration to pop
a MV with a RF beyond the target RF, generating the MV
mvk

n→n−β−γ . Then, it will try to compose a MV starting at
Bk

n−β to the RF n−β−γ , using MRVB-TVC. Finally, the final
composed MV is mvk

n→n−β = mvk
n→n−β−γ − mvk

n−β→n−β−γ .
This is depicted in Fig. 9.

The same strategy is applied to compose the backward MV.
For this case, since there is no backward MV in the block Bk

n

to start the composition, the algorithm applies MRVB-TVC
starting at block Bk

n+β. If the desired RF n cannot be reached,
it allows the last iteration to pop a MV with a RF beyond
the frame n, generating the MV mvk

n+β→n−γ . Then, it will try
to compose a MV starting at Bk

n to the RF n − γ , also using
MRVB-TVC. Finally, the final composed MV is

mvk
n→n+β = (−1) · mvk

n+β→n−γ − mvk
n→n−γ . (10)

Composing MVs for Other Coding Configurations: In the
more general case, when B-frames are present in the stream,
the composition for a given block Bk

n to a target RF n − β,
for the forward MV, and n + β, for the backward MV, works
as follows.

a) If the block Bk
n has a forward MV, then MRVB-FDVS

is used starting at this block. If a direct MV mvk
n→n−β

cannot be composed in the first phase, the algorithm tries
to compose the MV using the second phase.

b) If the block Bk
n does not have a forward MV, then the

algorithm checks if the block Bk
n−β has a backward MV.

If this is the case, then MRVB-TVC is used to compose
the MV mvk

n−β→n, which will then be inverted to get the
desired MV. Similarly, a second phase may be performed
if the composition is not successful in the first phase.

c) If the block Bk
n has a backward MV, MRVB-FDVS is

performed starting at this block, also allowing two phases.
d) If the block Bk

n does not have a backward MV, then the
algorithm checks if the block Bk

n+β has a forward MV. It
will then use MRVB-TVC to compose the MV mvk

n+β→n,
which will be inverted to get the desired MV. Similarly,
a second phase may be performed if the first phase is
unsuccessful.
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Fig. 10. Example of MV composition for IBBP configuration. In this figure,
the arrows point to the RF used by each frame. The goal is to compose the
MV mvk

n→n−β. Here, the first phase of composition will be unsuccessful for
every block in frame n, being able only to generate a MV mvk

n→n−β−γ . Thus,
the second phase is applied to adjust the composition.

Note that the second phase may be particularly useful in the
case of IBBP configuration, as depicted in Fig. 10. However,
even with the second phase, the MV composition method pro-
posed here cannot always succeed in generating a candidate.
A number of reasons may cause this, like a high number of
intra MBs, or very different RFs. For this reason, this method
is used in conjunction with other MV approximation methods.
This is further discussed in Section IV-C.

D. Reduced Complexity Module

The reduced complexity (RC) module comprises three op-
tional strategies that can be added to the proposed transcoder:
using the H.264/AVC coded block pattern (CBP), the similar-
ity of MVs, and a criterion to decide if the MV for a given
partition will be refined or not.

1) Using the H.264/AVC CBP: In the H.264/AVC codec,
a decoded block is given as

BDEC = P + R + DF (P + R) (11)

where BDEC is the decoded block, P is the prediction for
this block, R is the residual, and DF (·) is the effect of the
deblocking filter [41], which is applied to P + R. Thus, if no
coefficient is transmitted, then the residual is zero, and the
decoded block is given as

BDEC = P + DF (P) . (12)

Since the W-SVC codec uses MCTF, ME is performed using
the original frames, which, in the transcoder are the decoded
H.264/AVC frames. To further reduce the complexity, the
transcoder avoids refining the MVs when the residual for the
corresponding block is zero. When this happens, H.264/AVC
MVs are directly assigned to that partition, without further
refinement. Other partitions may also be tested even when this
happens, in which case the usual approach of approximation
and refinement is used.

In the transcoder implementation, the syntax parameter CBP
is used to check if the residual is zero. However, the CBP only
tells the presence or absence of AC DCT coefficients in each
8 × 8 block inside the MB [5]. Thus, if the CBP for a given
block is zero, it does not necessarily mean that the residual
is zero, since it can still have a DC coefficient. Furthermore,
the CBP does not have the information for each 4 × 4 block
separately. However, tests comparing using the CBP or using
the actual number of nonzero DCT coefficients to drive the

Fig. 11. Example of application of MV similarity. (a) Since all MVs are
similar to the mean MV, only the 16 × 16 partition will be tested (the shaded
partitions in the figure). (b) MVs are similar for each 4 × 4 partition inside
the 8 × 8 partition, but not for the 8 × 8 partition. Therefore, both 16 × 16
and 8 × 8 partitions will be tested.

transcoder yield very similar results. Therefore, the transcoder
uses the CBP, since it is more readily available.

2) MV Similarity: Since the W-SVC codec favors larger
partitions instead of smaller ones [18], the transcoder may
avoid the testing of smaller partitions when the H.264/AVC
MVs corresponding to these partitions are similar. First, a
mean MV, mvk

n→n−α, is computed for each 8 × 8 partition,
using the four 4 × 4 blocks within each 8 × 8 partition.
Then, each of the four MVs is compared to the mean MV of
the encompassing 8 × 8 partition, using a similarity measure
that considers each component separately. Let mvk

n→n−α.x

and mvk
n→n−α.y be the horizontal and vertical components

of MV mvk
n→n−α, respectively. Then, a single MV is con-

sidered similar to the mean MV if both these conditions are
satisfied ∣∣∣mvk

n→n−α.x − mvk
n→n−α.x

∣∣∣ < T

∣∣∣mvk
n→n−α.y − mvk

n→n−α.y

∣∣∣ < T (13)

where T is a threshold, which is set as 0.5, in integer-pixel
scale. Note that, inside each 8 × 8 partition, all MVs share
the same RF. If all available H.264/AVC MVs inside an 8 × 8
block are considered similar, then 4 × 4 partitions will not
be tested for this 8 × 8 block, regardless of the H.264/AVC
partitioning. The similarity measure is applied to the four 8×8
blocks within a MB in a similar manner: if they are considered
similar, 8 × 8 partitions will not be tested for this MB. In
this case, however, the RF is not necessarily the same for all
partitions. If they are not the same for all MVs, then they are
considered as not similar. This process applies whether or not
the H.264/AVC MVs can be directly reused. An example is
depicted in Fig. 11. However, when the distance between the
current frame and the RF becomes too large, the correlation
between the H.264/AVC and the W-SVC motion information
drops. Thus, this strategy is only used if the current frame and
the target RF are distant from each other up to a threshold,
which is set to four frames.

3) Deciding on the Refinement: After all MV candidates
are considered, the transcoder uses a SAD criterion to decide
if this MV will be refined or not. This criterion is similar
to that used in the enhanced predictive zonal search (EPZS)
algorithm [42], and is also commonly found in other fast
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Fig. 12. Results of the W-SVC codec and the trivial transcoder for (a) City CIF IPP, (b) Crew CIF IBBP, and (c) Soccer CIF hierarchical.

TABLE II

Number of Temporal Decompositions Performed in the W-SVC

Codec for Each Sequence and Resolution

Sequence CIF 4CIF
City 5 5
Soccer 3 4
Crew 3 4
Harbor 6 6

search algorithms. Here, a static threshold is used as follows:

TSAD = 2 · N · N ·
√

2
l

(14)

where N denotes the current partition size and l denotes the
temporal decomposition level of the current frame (starting

at l = 0). The factor
√

2
l

accounts for the change in the
dynamic range of the frame after l temporal decompositions.
If the SAD for the best candidate is lower than this threshold,
no refinement is performed (not even subpixel refinement), and
the MV for that direction is chosen as the best candidate.

IV. Experimental Results

The H.264/AVC codec used in the experiments is the
reference software JM 14.2. In all cases, the peak-to-signal
noise ratio (PSNR) shown is the average among all frames
of the luma component, while the rate also includes the
two chrominance components. The PSNR is always com-
puted using the original sequence as the reference, and the
W-SVC codec uses MCTF with bidirectional prediction. Three
different structures are used in H.264/AVC: 1) IPP with one
RF; 2) IBBP with five RFs for P-frames and one RF, each
side, for B-frames; and 3) hierarchical, with three levels of
hierarchy, and one RF each side for B-frames and one RF for
P-frames, similar to what is shown in Fig. 2. They are referred
to IPP, IBBP, and hierarchical, respectively, in the remainder
of this section. Four different sequences at CIF resolution with
30 frames per second (f/s) and 4CIF resolution (704 × 576
pixels) with 60 f/s are used in the experiments. The number
of frames used is 300, 298, and 297 for CIF resolution, and
600, 597, and 593 for 4CIF resolution, for IPP, IBBP, and
hierarchical structures, respectively. In order to account for

different W-SVC codec configurations, a different number of
temporal decompositions was used for each sequence. This is
shown in Table II.

In this section, the proposed transcoder is defined as
the transcoder using the techniques in Sections III-A
through III-C, while the proposed transcoder with the RC
module also uses techniques found in Section III-D. They
are referred to as proposed transcoder (PT) and PT-RC,
respectively, in the remainder of this section.

A. Reference Transcoders

The proposed transcoder is compared to three reference
trivial transcoders: 1) using full ME; 2) using hexagon search
[37]; and 3) using EPZS [42]. They are referred as RT-FS,
RT-HS, and RT-EPZS, respectively, in the remainder of this
section. The full ME uses a search window of 32, while the
others use a search window of 60, in integer-pixel scale. The
search window always enlarges for higher levels of temporal
decomposition. Both the full ME and the hexagon search
start at the predicted MV, given by (1). The EPZS algorithm
implemented here is the same as that implemented in the
H.264/AVC reference code, JM 14.2. The only modification of
the algorithm is that the dynamic range change due to temporal
filtering is considered (similar to Section III-D3). Note that this
implementation is more complex than the one in the original
paper [42], using more MV predictor techniques to ensure
that the best PSNR is achieved, such as the median, spatial,
spatial memory, temporal, and window-based predictors. On
the other hand, the hexagon search used here tests only a
simple hexagon pattern, and thus it is more likely to converge
to local minima. Also, as discussed in Section II-D, the λ

used in the W-SVC codec is usually higher than that used in
a hybrid codec. The side effect of this λ choice on hexagon
search is that the search will be more confined to the starting
point, and thus more inclined to converge to local minima,
making this search fast, but with an impact on performance.
Furthermore, in order to reduce complexity, all three reference
transcoders test the partitions in the following pattern: first, the
16 × 16 and 8 × 8 partitions are tested, then, only if the latter
has a lower cost, the 4 × 4 partitions are tested. Testing all
partitions leads to a marginal gain in terms of quality, but it
increases complexity by 115%, on average.
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Fig. 13. Evaluation of MV approximation on the transcoder for (a) Soccer with IPP structure, (b) City with IBBP structure, and (c) Crew with IBBP structure.
All sequences are CIF and the H.264/AVC QP used for this test was 20.

B. Transcoder Loss

The first point analyzed here is the loss caused by transcod-
ing. Fig. 12 shows the rate-distortion point of the decoded
H.264/AVC sequence using two different QPs (20 and 28),
and the performance of the W-SVC codec operating on the
original sequence and on the two H.264/AVC streams. It can
be seen that a certain loss of quality is present in transcoding,
specially at medium and higher bitrates. This is expected, since
the transcoder operates on a quantized sequence, and it is
therefore limited to the quality of this sequence.

C. Evaluation of MV Approximation Techniques

The second point analyzed here are the MV approximation
techniques used. To evaluate these techniques, the following
transcoder configurations are compared: 1) no MV approx-
imation, i.e., reusing H.264/AVC MVs and partitions where
possible, and when the MVs cannot be reused, a refinement
starting at the (0, 0) MV is applied; 2) MV scaling and
inversion only are used for MV approximation; 3) spatial
approximation only is used; 4) MV composition and inversion
only are used; and 5) all approximation techniques presented
in Section III-C are used (i.e., the proposed transcoder). The
results are shown in Fig. 13, relative to RT-FS. When the MV
approximation methods fails to generate any candidate, the
refinement starts at the (0, 0) MV.

It can be noted that using MV approximation techniques
is crucial for the transcoder, yielding gains of up to 4 dB,
when compared to not using MV approximation at all. For
both Soccer and City sequences, shown in Fig. 13(a) and (b),
the MV composition method contributes to the PSNR gain
more than the other MV approximation methods, even though
it does not succeed in generating a MV for every block. In
order to evaluate the rate of success in generating a candidate
by the MV composition method, the transcoder was applied
to the first 100 frames of the four sequences used so far at
the CIF resolution. For the IPP configuration, on average, the
MV composition method was able to generate a candidate in
86.15% and 90.59% of the cases where it was required to do
so, for the forward and backward directions, respectively. For
IBBP configuration, a candidate was generated 75.16% and
74.90% of the times, for the forward and backward direction,

respectively. Note that the standard FDVS [22] and TVC [23]
methods cannot produce any MV for the backward direction,
and while the rate of success for the forward direction is
similar in the case of IPP configuration (86.15% and 86.40%,
for FDVS and TVC, respectively—note that, for this particular
case, FDVS and MRVB-FVDS behave in the same way),
the rate of success for the IBBP configuration is almost
insignificant (5.42% and 5.43%, for FDVS and TVC).

For Crew sequence, shown in Fig. 13(c), the MV scaling
and MV spatial techniques yield better performance than MV
composition. This can be explained by the fact that the latter
can fail to produce a candidate, especially in the case when
the H.264/AVC sequence has many intra MBs. On the other
hand, MV scaling is always able to produce a candidate, given
a starting MV, and MV spatial does not use H.264/AVC MVs
at all. For the specific case shown in Fig. 13(c), 21.36% of the
MBs in inter frames are encoded in intra mode, and the rate
of success for MV composition is 52.15%, for the first 100
frames. In all cases, the use of all techniques together yields
a higher performance, which clearly shows the rationale for
integrating all of them into the proposed transcoder.

D. Proposed Transcoder

Selected results for PT and PT-RC are shown in Fig. 14. The
complete results for coding structures IPP, IBBP, and hierar-
chical are presented in Tables III–V, respectively, where the
average PSNR loss compared to RT-FS, between all bitrates,
is shown. For CIF resolution, the following bitrates were used:
{384, 480, 576, 720, 1152, 1536, 2304} kb/s, while for 4CIF
resolution the bitrates used were {1280, 1536, 1792, 2048,

2304, 2688, 3072} kb/s.
It can be seen that the PT has a performance very close to

RT-FS, and it consistently outperforms RT-HS and RT-EPZS,
for all sequences, resolutions, and coding configurations tested.
The sole exception is for Soccer CIF IBBP, where RT-EPZS
performs marginally better, by 0.01 dB. For some sequences
and resolutions, the PT even outperforms RT-FS by a small
margin (up to 0.16 dB). This is because the latter uses a smaller
search window (32, instead of 60), and it does not test all
partitions (as seen in Section IV-A). The search window for
full ME is smaller due to the complexity, which increases with
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TABLE III

Average PSNR Loss for IPP Structure Comparing to RT-FS

Resolution QP Sequence RT-HS RT-EPZS PT PT-RC
20 City −0.69 −0.19 0.01 −0.03

Soccer −0.85 −0.07 0.04 0.02
Crew −0.26 −0.07 −0.02 −0.06

CIF Harbor −0.24 −0.06 0.01 −0.01
28 City −0.27 −0.07 −0.01 −0.03

Soccer −0.44 −0.04 0.02 −0.01
Crew −0.19 −0.04 0.00 −0.04

Harbor −0.14 −0.05 0.01 −0.01
26 City −0.53 −0.23 0.02 −0.03

Soccer −0.93 −0.05 0.10 0.03
Crew −0.32 −0.13 −0.01 −0.18

4CIF Harbor −0.21 −0.07 0.01 −0.02
34 City −0.22 −0.11 −0.02 −0.06

Soccer −0.37 −0.02 0.07 −0.01
Crew −0.18 −0.08 0.01 −0.11

Harbor −0.12 −0.03 0.00 −0.04

TABLE IV

Average PSNR Loss for IBBP Structure Comparing to RT-FS

Resolution QP Sequence RT-HS RT-EPZS PT PT-RC
20 City −0.67 −0.19 −0.02 −0.06

Soccer −0.80 −0.07 −0.08 −0.09
Crew −0.27 −0.06 −0.02 −0.05

CIF Harbor −0.22 −0.06 0.01 0.00
28 City −0.26 −0.07 −0.03 −0.06

Soccer −0.41 −0.04 −0.02 −0.05
Crew −0.16 −0.04 −0.01 −0.04

Harbor −0.15 −0.04 0.00 0.00
26 City −0.55 −0.24 0.00 −0.02

Soccer −0.90 −0.05 0.09 0.10
Crew −0.31 −0.14 0.00 −0.07

4CIF Harbor −0.21 −0.07 0.01 0.00
34 City −0.22 −0.12 −0.03 −0.06

Soccer −0.39 −0.03 0.04 0.02
Crew −0.18 −0.08 −0.01 −0.04

Harbor −0.10 −0.03 0.00 −0.01

the window size. Since both the transcoder and other fast ME
only test a small number of MVs, a larger search window
has low impact on the complexity. Moreover, PT also benefits
from the partitioning found in the H.264/AVC stream.

Using the RC module (PT-RC) has a low impact on the
transcoder quality (−0.01 dB and −0.05 dB for CIF and 4CIF
resolutions, respectively, on average). There are a few cases
where this loss is higher, notably in the case of Crew sequence.
In very few cases (10% of the cases tested), the RT-EPZS
shows a slightly better performance than PT-RC. Such an
example is shown in Fig. 14(f), where the average performance
of the PT-RC and RT-EPZS is similar. However, even in this
case, at medium and high bitrates, PT-RC still yields a better
PSNR performance.

E. Complexity Analysis

Since the transcoder is mainly based on reducing the ME
complexity, the analysis in the remainder of this section is
focused on the ME module. However, although it is out of
the scope of this paper, we briefly discuss the complexity
of ME compared to the other modules in the W-SVC codec
here. In our experiments, ME accounted for 97% of the
execution time of the RT-FS, making it the most complex

TABLE V

Average PSNR Loss for Hierarchical Structure

Comparing to RT-FS

Resolution QP Sequence RT-HS RT-EPZS PT PT-RC
20 City −0.69 −0.22 0.03 −0.01

Soccer −0.82 −0.07 0.01 −0.01
Crew −0.26 −0.06 0.02 −0.02

CIF Harbor −0.23 −0.06 −0.01 −0.01
28 City −0.33 −0.11 0.01 0.00

Soccer −0.43 −0.04 0.01 0.02
Crew −0.17 −0.05 0.04 0.01

Harbor −0.16 −0.04 0.01 0.02
26 City −0.63 −0.27 −0.08 −0.15

Soccer −0.91 −0.03 0.16 0.09
Crew −0.31 −0.13 0.02 −0.29

4CIF Harbor −0.20 −0.06 −0.05 −0.13
34 City −0.19 −0.07 0.04 0.03

Soccer −0.40 −0.02 0.09 0.11
Crew −0.19 −0.09 0.02 −0.08

Harbor −0.14 −0.03 −0.01 0.06

TABLE VI

Complexity for IPP Structure

RT-HS RT-EPZS PT PT-RC
Resolution QP Sequence SAD Time SAD Time SAD Time SAD Time

20 City 0.65 19.3 0.89 32.6 0.41 14.9 0.21 8.0
Soccer 0.87 20.5 1.18 34.2 0.66 17.5 0.40 10.7
Crew 0.82 21.6 1.17 36.7 0.73 20.6 0.57 15.5

CIF Harbor 0.45 18.5 0.64 32.8 0.40 20.3 0.27 13.0
28 City 0.67 19.6 0.88 31.6 0.37 11.9 0.18 6.6

Soccer 0.91 20.8 1.15 31.8 0.58 13.9 0.35 8.8
Crew 0.85 21.8 1.17 35.4 0.67 17.3 0.50 12.8

Harbor 0.45 18.7 0.64 32.7 0.36 17.8 0.25 11.9
26 City 0.57 159.4 0.75 253.5 0.32 98.8 0.16 54.2

Soccer 0.59 169.2 0.74 255.7 0.37 112.6 0.20 65.3
Crew 0.55 177.5 0.77 286.7 0.41 131.9 0.29 93.3

4CIF Harbor 0.47 157.8 0.59 250.8 0.34 129.2 0.24 88.1
34 City 0.59 162.3 0.72 233.8 0.28 76.8 0.10 34.5

Soccer 0.59 172.5 0.68 234.6 0.33 97.3 0.15 50.2
Crew 0.56 179.0 0.74 267.4 0.37 115.2 0.24 73.5

Harbor 0.48 158.2 0.58 235.2 0.27 93.8 0.17 61.5

SAD is a percentage of RT-FS, and time refers to ME for all frames, in
seconds.

module in transcoding. It is worth mentioning, however, that
the W-SVC codec used in this paper was not optimized in
the software, especially the interpolation and entropy coding
modules. Therefore it is expected that the complexity of ME
relative to the other modules may be even higher.

The complexity was measured both in terms of the average
number of SAD operations and running time. Recall from
Section II-D that the cost of each MV is computed as
J = D + λ · R. The complexity of estimating R is fairly
low, since R is calculated for the whole block by simple
prediction from the neighboring motion information. However,
calculating D, which is measured as SAD, involves many
more operations and it is the most complex operation in
ME, even for fast algorithms. The SAD of a block B can
be expressed as SADB =

∑M−1
i=0 |pi − p̂i|, where M is the

number of considered pixels in the block, pi is the pixel with
the index i in the block B, and p̂i is the pixel with the index
i in the reference block. Following the previous equation, we
define a SAD operation as calculating a difference between
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Fig. 14. Transcoder results for (a) City 4CIF IPP QP = 26, (b) Harbor 4CIF IBBP QP = 26, (c) City CIF hierarchical QP = 28, (d) Soccer CIF IPP QP = 20,
(e) Soccer 4CIF IBBP QP = 26, and (f) Crew 4CIF hierarchical QP = 34.

two pixels, calculating the absolute value of that difference
and adding the absolute difference to the sum of previously
calculated absolute differences. Thus, calculating the SAD for
the block B consists of M SAD operations. Using the number
of SAD operations as an indication of complexity has the
advantage of being an objective measure, independent of the
software optimizations and the hardware used for experiments.
However, it does not account for the complexity of the MV
approximation techniques, or other modules of the transcoder.
To measure the running time, a PC with an Intel Core 2 Duo
CPU P8700 running at 2.53 GHz, with 4 GB of RAM and
Windows 7 64-bit was used. Since the transcoder is mainly
based on MI reuse, only the time spent on ME is considered
here. Each sequence was encoded five times, and the average
time spent on ME for all frames was measured. Execution
times and the number of SAD operations are shown in
Tables VI–VIII, for the IPP, IBBP, and hierarchical structures,
respectively. The SAD operations are shown relative to RT-FS,
but the execution times are shown only for RT-HS, RT-EPZS,
PT, and PT-RC. In a test for IPP configuration, the PT was
from 130 to 300 times faster than RT-FS, for CIF resolution,
and from 250 to 400 times faster, for 4CIF resolution.

From the tables it can be seen that both the SAD operations
and the execution time show that the complexity of the PT
is dependent on the H.264/AVC structure and QP, as well
as the resolution of the sequence. It can be seen that the
PT is significantly faster than RT-EPZS for all sequences,
resolutions, and coding structures. Comparing to RT-HS, it
is faster for all cases except one. For the IPP, IBBP, and
hierarchical structures, respectively, the PT is 1.42, 1.57, and

TABLE VII

Complexity for IBBP Structure

RT-HS RT-EPZS PT PT-RC
Resolution QP Sequence SAD Time SAD Time SAD Time SAD Time

20 City 0.65 19.4 0.89 32.4 0.39 13.2 0.22 8.2
Soccer 0.88 20.6 1.18 33.7 0.64 16.3 0.44 11.3
Crew 0.82 21.7 1.17 36.8 0.68 18.6 0.56 15.2

CIF Harbor 0.45 18.6 0.64 32.5 0.35 16.7 0.30 13.8
28 City 0.69 19.6 0.89 31.6 0.35 11.0 0.19 6.6

Soccer 0.91 20.8 1.15 31.9 0.58 13.6 0.38 9.3
Crew 0.86 21.7 1.17 35.4 0.62 16.1 0.49 12.6

Harbor 0.45 18.3 0.64 31.6 0.32 14.7 0.27 12.1
26 City 0.58 161.2 0.76 251.8 0.30 88.4 0.16 52.2

Soccer 0.59 170.6 0.75 254.4 0.35 104.3 0.21 64.7
Crew 0.56 178.7 0.77 285.9 0.38 121.9 0.28 90.1

4CIF Harbor 0.47 159.3 0.59 246.9 0.31 108.0 0.25 89.1
34 City 0.61 162.8 0.75 237.4 0.29 77.7 0.12 39.5

Soccer 0.59 172.7 0.70 238.8 0.33 95.0 0.18 54.6
Crew 0.57 178.9 0.75 269.5 0.36 108.6 0.24 72.9

Harbor 0.49 155.3 0.57 223.4 0.26 85.1 0.19 63.7

SAD is a percentage of RT-FS, and time refers to ME for all frames, in
seconds.

1.71 times faster than RT-HS, and 2.24, 2.50, and 2.67 times
faster than RT-EPZS. In the above-mentioned single case, PT
is 9% slower than RT-HS. In the best case, it is 2.22 times
faster. Comparing to RT-EPZS, the PT is 1.62 and 3.21 times
faster, in the worst and in the best case, respectively.

Using the RC module significantly speeds up the transcoder,
by 71%, on average. In the worst case, the PT-RC is 1.34 and
2.35 times faster, and in the best case, it is 7.32 and 10.60
times faster than RT-HS and RT-EPZS, respectively. For the
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TABLE VIII

Complexity for Hierarchical Structure

RT-HS RT-EPZS PT PT-RC
Resolution QP Sequence SAD Time SAD Time SAD Time SAD Time

20 City 0.64 19.3 0.87 32.5 0.36 12.0 0.21 7.5
Soccer 0.88 20.5 1.16 33.2 0.58 14.1 0.37 9.5
Crew 0.83 21.6 1.16 36.5 0.62 16.4 0.48 13.1

CIF Harbor 0.44 18.5 0.64 32.3 0.31 13.5 0.27 11.7
28 City 0.66 19.8 0.85 32.2 0.31 10.1 0.13 5.2

Soccer 0.91 20.8 1.13 31.8 0.52 11.9 0.27 6.9
Crew 0.85 21.7 1.16 35.2 0.56 14.2 0.36 9.6

Harbor 0.44 18.4 0.62 31.7 0.28 11.9 0.21 9.4
26 City 0.58 159.4 0.75 247.9 0.29 81.2 0.12 41.5

Soccer 0.59 169.2 0.74 250.4 0.33 86.3 0.15 50.2
Crew 0.55 177.5 0.76 281.2 0.36 114.6 0.21 71.8

4CIF Harbor 0.47 157.8 0.58 242.2 0.27 91.0 0.20 71.3
34 City 0.60 162.4 0.73 235.3 0.28 73.2 0.06 22.2

Soccer 0.59 171.7 0.69 235.1 0.32 90.6 0.09 32.1
Crew 0.57 178.1 0.74 264.4 0.34 103.3 0.13 45.0

Harbor 0.48 154.8 0.55 222.2 0.25 78.7 0.10 40.1

SAD is a percentage of RT-FS, and time refers to ME for all frames, in
seconds.

TABLE IX

Summary of the Transcoder Results

Resolution Option IPP IBBP Hierarchical Average
RT-HS PSNR −0.39 −0.37 −0.39 −0.38

Speedup 1 1 1 1
CIF RT-EPZS PSNR −0.07 −0.07 −0.08 −0.08

Speedup 0.6 0.6 0.6 0.6
PT PSNR 0.01 −0.02 0.01 0.00

Speedup 1.2 1.4 1.6 1.4
PT-RC PSNR −0.02 −0.04 0.00 −0.02

Speedup 2.0 1.9 2.4 2.1
RT-HS PSNR −0.36 −0.36 −0.37 −0.36

Speedup 1 1 1 1
4CIF RT-EPZS PSNR −0.09 −0.09 −0.09 −0.09

Speedup 0.7 0.7 0.7 0.7
PT PSNR 0.02 0.01 0.03 0.02

Speedup 1.6 1.8 1.9 1.7
PT-RC PSNR −0.05 −0.01 −0.05 −0.04

Speedup 2.8 3.0 4.0 3.3

PSNR results are relative to RT-FS, and the speedup is relative to RT-HS.

specific case shown in Fig. 14(f), the PT-RC is 3.96 times
faster than RT-HS, 5.87 times faster than RT-EPZS, and 2.29
times faster than PT. It can also be seen from the tables that the
number of SAD operations is a good measure of the transcoder
complexity, with the advantage of being an objective measure,
and therefore easily reproducible. It is important to note that
the mismatch in complexity obtained by measuring the number
of SAD operations and by measuring the ME running time can
be reduced by further optimization of software implementation
of proposed MV approximation techniques.

The difference in the quality of the H.264/AVC sequence
has a small impact on the performance of the PT, relative to
RT-FS operating on the same sequence, in terms of PSNR.
In terms of complexity, the transcoder is usually faster when
operating on the lower quality sequence due to the fact that
less partitions are tested, since the incidence of larger blocks
is higher when the QP is higher. When the RC module is used,
the complexity is further reduced, since less DCT coefficients
are present in the stream, which triggers the technique shown

in Section III-D1. The average transcoder results, for all
resolutions and coding configurations, and both in terms of
quality and complexity, are shown in Table IX.

V. Conclusion

An efficient transcoder from H.264/AVC to a wavelet-based
SVC codec was presented. Its key features were flexible
motion approximation techniques able to cope with multiple
coding configurations in H.264/AVC, efficient optimization
of partition sizes used in motion compensation, and a RC
configuration based on H.264/AVC MVs’ similarity, CBP
information, and adaptive decision on MV refinement.

Thorough evaluation showed that the proposed transcoder
offers a performance close to RT-FS, but keeps the complexity
much lower than RT-FS and RT-EPZS. On average, the pro-
posed transcoder was 1.57 and 2.68 times faster than RT-HS
and RT-EPZS, respectively. With the RC module, it was 2.47
and 4.23 times faster, without a significant impact on quality.
Comparing to RT-FS, the PT showed a gain of 0.01 dB, and
PT-RC showed a loss of 0.03 dB, on average. In the worst case,
the PT showed a loss of 0.12 dB and, with the RC module, a
loss of 0.31 dB, comparing to RT-FS.
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