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Abstract 

The research work presented in this thesis focuses on the development of techniques 

specific to surveillance videos for efficient video compression with better processing 

speed. The Scalable Video Coding (SVC) techniques are explored to achieve better 

compression efficiency. The framework of SVC is modified to support Surveillance 

Centric Coding (SCC). Motion estimation techniques specific to surveillance videos 

are proposed in order to speed up the compression process of the SCC. 

Main contributions of the research work presented in this thesis are divided into two 

groups (i) Efficient Compression and (ii) Efficient Motion Estimation. The paradigm 

of Surveillance Centric Coding (SCC) is introduced, in which coding aims to achieve 

bit-rate optimisation and adaptation of surveillance videos for storing and 

transmission purposes. In the proposed approach the SCC encoder communicates 

with the Video Content Analysis (VCA) module that detects events of interests in 

video captured by the CCTV. Bit-rate optimisation and adaptation are achieved by 

exploiting the scalability properties of the employed codec. Time segments 

containing events relevant to surveillance application are encoded using high spatio-

temporal resolution and quality while the irrelevant portions from the surveillance 

standpoint are encoded at low spatio-temporal resolution and / or quality. Thanks to 

the scalability of the resulting compressed bit-stream, additional bit-rate adaptation is 

possible; for instance for the transmission purposes. Experimental evaluation shows 

that significant reduction in bit-rate can be achieved by the proposed approach 

without loss of information relevant to surveillance applications. 

In addition to better compression strategy, novel approaches to perform efficient 

motion estimation specific to surveillance videos are proposed and implemented with 

experimental results. A real-time background subtractor is used to detect the presence 

of any motion activity in the sequence. Different approaches for selective motion 

estimation, GOP based, Frame based and Block based, are implemented. In the 

former, motion estimation is performed for the whole group of pictures (GOP) only 

when moving object is detected for any frame of the GOP. While for the Frame based 
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approach; each frame is tested for the motion activity and consequently for selective 

motion estimation. The selective motion estimation approach is further explored to 

the lower level as Block based selective motion estimation. Experimental evaluation 

shows that significant reduction in computational complexity can be achieved by 

applying the proposed strategy. Apart from selective motion estimation, a tracker 

based motion estimation and fast full search using multiple reference frames has been 

proposed for the surveillance videos. 

Extensive tests on different surveillance videos show benefits of application of 

proposed approaches to achieve the goals of the SCC.  
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Chapter 1 

Introduction 

The research presented in this thesis focused on diverse coding techniques specific to 

surveillance videos. The foremost aim of this work is to propose techniques to 

improve the storage capacity and bandwidth utilisation with less computational 

complexity. The proposed coding techniques to improve compression and processing 

efficiency have been described to achieve better performance compared to the 

conventional techniques. 

One of the major building blocks of the modern digital video surveillance architecture 

is digital video coding. Its main role is to decrease the quantity of information 

essential to represent the original image sequence. Video coding techniques offer a 

compressed bit-stream representing the identical perceptual information with much 

less data for any given input video with a particular image frame rate and resolution. 

Superior compression performance can be accomplished with sophisticated video 

coding methods and/or bringing in visual artefacts. 
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Once compression is executed, the consequent bit-stream can be resourcefully 

propelled through a digital network or stored on a device. When a client needs to 

exhibit it or explore its contents, a decoding procedure requires to be applied on the 

compressed bit-stream. The decoding course of action recreates the original input 

video at its original resolution and frame rate. 

 

 
Figure 1: Scalable video coding  
 
Scalable Video Coding (SVC) offers the equivalent compression functionality 

expressed above and is shown in Figure 1. Further more, the bit-stream is arranged 

with a hierarchical structure that facilitates a user to effortlessly pull out only a 

subpart of the data enclosed in the bit-stream while still being able to decode the 

original input video but at a lower frame rate and/or spatial resolution. The recursive 

application of this approach on a new bit-stream removed out of the original bit-

stream can be utilised to carry out the process of successive extractions consequent to 

always lower resolutions. 

SVC 
Scalable bit stream 

Temporal 
scalability 

Spatial 
scalability 

Quality 
scalability 
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Figure 2: Surveillance application of SVC 
 
There are numerous kinds of scalability and each of them can be available with 

different granularity. The most frequent type of scalability is the temporal scalability. 

For example, if the original image sequence consisted of 30 frames per second, 

temporal scalability would facilitate a user to decode a subpart of the bit-stream 

reconstructing a sequence with 15 frames per second or a lower number of frames per 

second. Spatial scalability is related to the opportunity to generate a bit-stream 

corresponding to the smaller spatial resolutions, for example, by decoding images 

with a resolution of CIF (common intermediate format: 352×288) out of an image 

sequence initially encoded at 4CIF (704×576). Quality scalability represents the 

possibility to decode the bit-stream at a lower quality. In this scenario, the temporal 

and spatial resolutions continue to be the same, but the recreated image sequence will 

emerge having additional artefacts or less details. In short, Scalable Video Coding 

(SVC) offers an exclusive representation of one image sequence permitting 

instantaneous access to the scene at different scales: spatial, temporal and quality. 

One of the many application scenarios of SVC is shown in Figure 2 where benefits of 

SVC for visual surveillance are evident. 

Surveillance Centric Coding (SCC) is based on the SVC frame-work due to its 

potential benefits for surveillance applications. The main goal of this thesis is to 

develop such surveillance video specific coding techniques which offer a higher 

frame rate 

frame size 

time 
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compression ratio so that storage and transmission resources may be utilized more 

efficiently. In addition to a better compression performance, some techniques to 

perform a quicker compression process are also focused for the SCC. All the 

developed techniques to accomplish these tasks are presented in consequent chapters 

of this thesis.  

 

VCA

SCC 
Encoder

SCC 
Decoder

Surveillance 
Sequence

Compressed Bit-
Stream

No Activity

Object Detected

Decoded Surveillance Sequence

 
Figure 3: Surveillance centric coding system 
 
An overview of the SCC system is shown in Figure 3. The Video Content Analyser 

(VCA) is used to detect any important activity corresponding to surveillance specific 

information. Based on this information, the reconstructed image resolution is 

specified. Thus, a lot of storage space is saved for the case when there is no motion 

activity. Now for the case of improving processing time, the focus of the attention 

goes to the motion estimation module due to its high processing power consumption. 

A high level system overview is illustrated in Figure 4. The process of motion 

estimation is driven on the basis of the information provided by the motion detection 

module. The final compressed bit-stream is available after the process of Entropy 
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Coding. The detailed discussion on the SCC system is presented in the dedicated 

chapters. 

 

 

 

  
 
 
 
 

   
 
 
 
 
 
  
 
 
Figure 4: Surveillance centric coding system: Motion Estimation 
 

1.1 Motivation 

Security has been a critical issue in the world. Different security techniques have 

always been deployed according to different scenarios. Over the past decade or so, 

video-Surveillance has evolved as the most widely used security system today. It has 

seen great success and growth in the rate of deployment during recent times. 

Surveillance cameras can be found at almost every security-sensitive point as shown 

in Figure 5. The massive deployment of Closed Circuit Television (CCTV) cameras 

generates an enormous amount of data as can be observed in Figure 6. As the data 

keeps on increasing with 24/7 CCTV operation, the problem of data management 

escalates. The situation is further jeopardized when multi-view cameras are installed 

in highly security-sensitive locations. 

Many researchers are drawing inspiration from this scenario and exploring new 

avenues in the CCTV system related research and areas like object recognition, 

object–based video segmentation, target detection and visual tracking etc. Apart from 

the problem of monitoring extracting video surveillance information, the huge 
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amount of data imposes a problem of storage and transmission with limited resources 

like storage space and channel bandwidth. 

In surveillance applications video captured by CCTV is usually encoded using 

conventional compression technology, such as MPEG-1/2 or H.264/AVC. These 

systems encode the video signal regardless the significance of events in the video. As 

an example, in many surveillance situations the scene remains essentially static for 

seconds and even minutes in some cases. During these periods of time nothing 

interesting happens from the surveillance standpoint, and the video resembles a still 

picture for long periods of time with no other activity than random environmental 

motion. This is the case of surveillance in metro stations during night hours or private 

car parking where the usual events are cars coming and leaving from time to time. 

When such videos are compressed using conventional coding techniques, each frame 

receives an equal level of importance. The conventional video compression 

techniques do not make a distinction between a frame having no special information 

and a frame having an object of interest with some motion activity. 

    
Figure 5: Extensive deployment of surveillance cameras 
 
The primary goal of developing any codec is to achieve highest compression while 

maintaining best possible visual quality. Therefore, all the modules and processes of 

the codec are optimised to achieve this goal. Thus, the video codecs available today 

have been optimised for visual sensitive applications. These codecs are not very 

efficient for surveillance systems. Therefore, we need to develop a coding scheme 

which is specific to surveillance system to improve the coding efficiency. 

Consequently, the utilisation of storage space and transmission of the channel 

bandwidth, especially in wireless channel, will improve. 
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Figure 6: CCTV system and control room 
 
In Surveillance Centric Coding (SCC), the framework of scalable video coding shall 

be utilised for Rate-Distortion (RD) optimisation specific to surveillance videos. The 

SCC will be flexible in changing its coding parameters according to the significance 

of the video events. The SCC shall also code different regions of each frame with 

different fidelity. Moreover, the SCC shall have lower complexity compared to the 

current standards. 

1.2 Scope of the Thesis 

The major goal of the work presented in this thesis is to develop techniques specific 

to surveillance videos to achieve better compression at reduced computational 

complexity.  The obvious characteristics of surveillance videos include static 

background or static cameras and a high importance for the video segments 

containing any event of interest like car entering a parking area. Such characteristics 

motivate to explore the Scalable Video Coding (SVC) frame work and computer 

vision techniques relevant to surveillance videos like the VCA. In order to reach to a 

meaningful conclusion, following research questions need to be addressed.  

Will the SVC be helpful to achieve byte savings? Does the SVC framework have 

support to achieve goals of Surveillance Centric Coding (SCC)? How to utilise the 

SVC framework if it does not have a support for the SCC? Are there any possibilities 

of integrating computer vision techniques developed for surveillance videos in the 
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framework of the SCC? How would computer vision techniques help to realise the 

SCC? What will be the effect of computer vision techniques on the complexity of the 

SCC? How will the negative points of computer vision techniques affect? What will 

be the effect of different scenarios on the deployment of the SCC? 

This is worth-mentioning that the work presented in this thesis does not deal with the 

computer vision techniques and does not address the problems related to them. The 

computer vision techniques are explored and utilised to achieve the byte saving and 

reduction in computational complexity in the SCC. The thesis deals with the effects 

of integrating computer vision techniques in the framework of the SCC. 

1.3 Contributions and Structure of the Thesis 

According to the objectives laid down for the PhD research, some techniques have 

been developed for efficient compression and efficient motion estimation of 

surveillance videos. These techniques are discussed in the subsequent chapters of this 

thesis. The corresponding major contributions are discussed in the following 

subsections. 

1.3.1 Efficient Compression 

Scalable video coding (SVC) framework is selected as a basis to carry out the 

development of Surveillance Centric Coding (SCC) techniques after distinguishing 

the potential benefits of using the SVC techniques for surveillance videos. In order to 

deal at the Group of Pictures (GOP) level, the GOP dependency on the preceding and 

following GOPs is removed. The second step is to get the ability to deal with each 

GOP according to the SCC requirements while still maintaining the SVC properties. 

So, the communication linkage between Video Content Analysis (VCA) module and 

single GOP is established. The analysis of each GOP generated by the VCA under the 

requirements of SCC is utilised to exploit the SVC properties of each GOP. Thus, the 

bit-stream generated by the SCC consists of GOPs with different scalability features 

to compress the surveillance videos with higher compression efficiency while no 

compromise is made on the important information from the surveillance standpoint. 

After the implementation of SCC paradigm, another novel approach is proposed to 

improve the compression efficiency. In this approach, foreground objects are detected 
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by the VCA by forming rectangular windows around objects. The first frame of the 

sequence is used as background and rest of the frames contain only the foreground 

pixels while the background pixels are set to zeros. This shows efficient compression; 

but due to use of block based coding approaches, lack of sharpness at the object edges 

is observed. The major advantage of using this approach is its implementation in the 

SCC framework. Thus, in addition to avoiding shape coding and other object based 

coding techniques, the scalabilities features are inherited through the SCC framework 

offering the potential of improving the compression efficiency through exploiting the 

scalability features in each GOP. 

1.3.2 Efficient Motion Estimation 

As the motion estimation (ME) is the most processing intensive part of a codec; 

efficient techniques to perform fast motion estimation are explored. A novel approach 

of performing selective motion estimation is proposed where object detection 

information generated by the VCA is used to flag the frames which do not have any 

moving object. Based on this analysis, different selective motion estimation 

approaches were proposed which included: (i) GOP level selective motion estimation, 

(ii) Frame level selective motion estimation and (iii) block level motion estimation. 

After the paradigm of selective motion estimation, a novel way of performing 

efficient motion estimation through reusing the information of surveillance video 

object tracker is proposed. In this approach, a real-time object tracker is used which 

generates information for each unique object with a unique track identity. In addition 

to this, objects are bounded in a rectangular box. So, instead of performing any kind 

of motion estimation for any block of the surveillance video, the motion vectors are 

calculated through the information generated by the object tracker.  

Multiple reference frame based motion estimation increases the computational 

complexity with every extra reference frame. In order to address this problem, a fast 

full search for multiple reference frames based ME is proposed. This scheme is based 

on the successive elimination algorithm (SEA): a fast full search approach. This 

approach reduced the processing power for surveillance videos. Finally, another fast 

ME search algorithm, multi-pattern search algorithm, is proposed to find approximate 

calculations as in case of the well-known Diamond search.  



 

  10

1.3.3 Thesis Structure 

Some background on the rate-distortion (RD) theory is presented in Chapter 2. In 

addition to the RD theory basics, some state-of-the-art strategies related to the 

surveillance videos are also presented. Chapter 3 describes the basic strategies for 

block-based video coding and wavelet-based scalable video coding. This chapter 

explains these techniques with the focus on the H.264/AVC standard which is the 

state-of-the-art block-based codec. Techniques of Motion Compensated Temporal 

Filtering (MCTF) and 2D DWT are explained for aceSVC: a wavelet-based video 

codec developed at QMUL. In chapter 4, object-based video coding implemented in 

MPEG-4 is presented. Object-based video coding has an attraction for surveillance 

videos because of independent handling of each object.  

From Chapter 5 and onwards, research contributions for coding techniques specific to 

surveillance videos are discussed. Chapter 5 describes architectural modifications for 

a scalable video codec to convert it into the surveillance centric codec to improve the 

compression efficiency. A mathematical model of the modified architecture has been 

described. This chapter contains the experimental evaluation of the modified system 

as well as different experimental results for the road map towards a surveillance 

centric codec.  

To overcome the problem of computational intensive motion estimation techniques, 

Chapter 6 describes a selective motion vector search technique based on the motion 

detection module. This technique maintains the visual quality of the video as that of 

full search yet improves the processing efficiency for the coding of the surveillance 

videos. A selective motion estimation approach has been proposed at different levels 

of selection (i) GOP level (ii) Frame level and (iii) Block level. All of these 

approaches are discussed with their challenges and experimental results. 

Apart from selective motion estimation, a novel approach using a surveillance video 

object tracker will be discussed in Chapter 6. A unique motion track is calculated for 

each object of the surveillance video. The displacement of the object between the 

current and reference frame will be used to calculate motion vectors after identifying 

and matching the track in the two frames.  

With the motive of maintaining the visual quality, Chapter 7 focuses on the fast full 

search approaches for efficient motion estimation. The concept of multiple reference 
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frames based motion estimation is discussed. A fast full search technique based on 

multiple reference frames is proposed. This technique improves the processing 

efficiency for surveillance videos while maintaining the visual quality. 

Chapter 8 is related to efficient motion estimation. A multi-pattern based motion 

vector search technique has been proposed. The experimental evaluation of this 

approach is tested and compared against the popular diamond search and cross-

diamond-hexagonal search techniques. This multi-pattern based search improves the 

processing efficiency at the cost of visual quality of the video. Finally, Chapter 9 

gives the conclusions on the work presented in this thesis. 
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Chapter 9 

Conclusions  

The research presented in this thesis focused on diverse coding techniques specific to 

surveillance videos. The foremost aim of this work was to propose such approaches 

to improve the storage capacity and bandwidth utilisation with less computational 

complexity. The proposed coding techniques to improve compression and processing 

efficiency have been described to improve on the conventional techniques. These 

techniques are developed under the motives laid down in Chapter 1. Most of the work 

has been tested and evaluated on a set of typical surveillance videos. 

9.1 Conclusions 

In the previous chapters, the basic techniques for video coding in the state-of-the art 

video coders have been presented. The object-based coding approach in MPEG-4 has 

been explained. After the background study of state-of-the art approaches, the 

achievements in developing the surveillance centric coding techniques can be 

summarised as below. 
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1.  A technique to improve on the compression efficiency for surveillance videos 

has been presented. Architecture of the scalable video coding has been modified 

to become surveillance centric coding. The modified architecture offers a better 

byte saving performance. The architectural modifications in the SVC help to deal 

each GOP of the video with different coding parameters. This approach shows 

that the application of scalable video coding with an event driven approach 

improves the transmission and storage efficiency. 

 

2. After introducing the SCC architecture, a novel approach to implement 

foreground based SCC has been proposed. The foreground pixels are selected by 

using the bounding boxes of the VCA modules. This approach has the benefits of 

being free from shape coding and background coding as compared to MPEG-4 

object based coding. In addition to this, scalable video codec can be used to 

exploit the scalability features as described in the SCC. 

 

3. Different experimental results showed that the motion compensated temporal 

filter (MCTF) with higher levels of filtering helps to remove temporal 

redundancies present in the surveillance videos. This approach has better RD-

performance than the block-based coding approaches, H.264. 

 

4. A search technique with better processing efficiency with a visual quality 

equivalent to the full search approach, selective search strategy specific to 

surveillance videos is presented. Two approaches to perform selective motion 

estimation, GOP based and Frame based, are described where Frame based 

approach performed better. The visual quality for both the approaches is the same 

as that of the full search. 

 

5. To improve the selective motion estimation further, a selective block search 

technique has been proposed. The selection of the block is based on the novel 

approach where a motion detection module is used to provide the location of 

candidate blocks. Although, this approach performs a lesser number of block 

matching steps yet the overall processing efficiency of the system is close to a 
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Frame based selective search. This is because of the overhead complexity added 

by the bounding box matching algorithm to locate the candidate block in the SCC. 

 

6. After introducing selective motion estimation approaches, another novel 

approach, tracker-based motion estimation has been proposed where surveillance 

video object motion tracker information is used to calculate the motion vectors. A 

unique motion track is calculated for each object of the surveillance video. The 

displacement of the object between current and reference frame used to calculate 

motion vectors after identifying and matching the track in the two frames. This 

approach performs a faster calculation of the motion vectors but it degrades the 

visual quality of the video depending on the nature of the movement represented 

by the foreground object. 

 

7. Finally, under the same motivation of achieving processing efficiency without 

loss in visual quality, fast full search approaches are explored. A fast search 

approach for multiple reference frames specific to surveillance videos has been 

proposed. This approach is based on considering different points between the two 

consecutive reference frames and then using these different points to avoid 

unnecessary block matching steps. This search approach is specific to 

surveillance videos with motion estimation based on multiple reference frames. 

 

8. To improve the processing efficiency of the SCC, a multi-pattern search approach 

is proposed. This approach improves the processing efficiency with some loss in 

visual quality compared to full search technique. However, it maintains 

comparable visual quality with respect to other fast search techniques for example 

the diamond search. 

 

The current achievements described above show the performance of the SCC 

in terms of compression efficiency and processing efficiency. 
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9.2 Key Contributions 

With the motivation to achieve objectives laid down in Chapter 1, several 

contributions have been made. These contributions are classified into two groups: 

Efficient Compression and Efficient Motion Estimation. 

9.2.1 Efficient Compression 

After distinguishing the potential benefits of using the Scalable Video Coding (SVC) 

techniques for surveillance videos, the SVC framework was adopted to implement the 

Surveillance Centric Coding (SCC) paradigm introduced in Chapter 5. One of the 

hitches in using the SVC framework for the SCC was the sliding filtering window 

between the consecutive GOPs. This sliding window was acting like a bond between 

the two GOPs, restraining the possibility of treating each GOP independently. So, the 

architectural modifications proposed and presented in Chapter 5 helped to break up 

this inter-GOP bondage. After the removal of the GOP dependency, the second step 

accomplished was to get the ability to deal with each GOP according to the SCC 

requirements while still maintaining the SVC properties. So, the communication link 

between the Video Content Analysis (VCA) module and a single GOP was 

established. The analysis of each GOP generated by the VCA under the requirements 

of the SCC was used to exploit the SVC properties of each GOP. Thus, the bit-stream 

generated by the SCC consisted of GOPs with different scalability features to 

compress the surveillance videos with higher compression efficiency while it did not 

compromise the important information from the surveillance standpoint. 

 
After the implementation of the SCC paradigm, another novel approach was proposed 

to improve the compression efficiency. In this approach, foreground objects are 

detected by the VCA by forming rectangular windows around objects. The first frame 

of the sequence is used as background and rest of the frames contain only the 

foreground pixels while the background pixels are set to zeros. This showed efficient 

So, a flexible framework of the SCC was developed after proposing the 
architectural modifications for the SVC. Higher compression efficiency was 
achieved by establishing the link between the SCC and the VCA. 
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compression but due to the use of block based coding approaches; lack of sharpness 

in the foreground boundary was observed. The major advantage of using this 

approach is its implementation in the SCC framework. Thus, in addition to avoiding 

shape coding and other object based coding techniques, the scalabilities features are 

inherited through the SCC framework offering the potential of improving the 

compression efficiency by exploiting the scalability features in each GOP. 

 

9.2.2 Efficient Motion Estimation 

Apart from storage issues for surveillance videos, the main challenge was to 

compress the surveillance videos as quickly as possible. As the Motion Estimation 

(ME) is the most processing intensive part of a codec; therefore, efficient techniques 

to perform fast motion estimation were explored. In addition to proposing some 

efficient motion estimation algorithms, the task of using the SCC framework 

described in the last section in terms of integrating proposed motion estimation 

algorithms was accomplished. 

A novel approach for performing selective motion estimation was proposed where 

object detection information generated by the VCA was used to flag the frames which 

did not contain any moving object. Based on this analysis, different selective motion 

estimation approaches were proposed which included: GOP level selective motion 

estimation, Frame level selective motion estimation and block level motion 

estimation. 

In the GOP level selective motion estimation, the decision to perform or skip the 

motion estimation was enforced at the GOP level. So, the only way of skipping the 

motion estimation for a particular GOP was the scenario where there was not a single 

frame of the GOP identified as containing a moving object. Due to the very low 

probability of such a scenario, this scheme had little improvement even for 

moderately busy locations. The second drawback of the GOP level selective motion 

estimation was its dependency on the GOP size. So, with smaller GOP size, there was 

So, a novel approach focusing on the foreground pixels was proposed and 
implemented in the framework of the SCC to achieve a better compression 
efficiency.  
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a higher probability of such GOPs occurring which do not have any frame detected 

containing a moving object. To counter the issues faced in the GOP level selective 

ME, a Frame level selective ME was proposed where the decision to perform or skip 

the ME was taken for each frame independent of other frames. Once again, this 

approach was integrated into the SCC framework keeping the contact with the SCC 

framework. Evidently, the Frame level selective ME performed better than the GOP 

level. The key observation for the Frame level ME was the imposing of the ME 

decision for all the blocks of the frame irrespective of the location and size of the 

moving objects in the frame. 

 
With the motivation of evolving selective ME from Frame to macroblock level, a 

block level selective ME was proposed. Two major challenges to implementing this 

approach were (i) identification of the macroblock as part of a moving object and (ii) 

locating those blocks while performing ME. As explained in Chapter 5, the 

foreground pixels identified by the VCA were isolated from the background pixels by 

using the information of the rectangular bounding boxes. The similar approach was 

used to implement the Block level selective motion estimation. 

 
After the paradigm of selective motion estimation, a novel way of performing 

efficient motion estimation through reusing the information of a surveillance video 

object tracker was proposed. In this approach, a real-time object tracker was used 

which generates information for each unique object with a unique track identity. In 

addition to this, objects were bounded in a rectangular box. So, instead of performing 

any kind of motion estimation for any block of the surveillance video, the motion 

vectors are calculated through the information generated by the object tracker. This 

approach had a drawback of miscalculating some of the motion vectors corresponding 

to the same object; ultimately, reducing the visual quality. 

A novel approach to implement the block level selective motion estimation 
was proposed.  

Novel approaches to perform fast motion estimation were proposed. By 
using the VCA, selective motion estimation helped to speed up the 
compression process by avoiding unnecessary computations.  
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Multiple reference frame based motion estimation increases the computational 

complexity with every extra reference frame. In order to address this problem, a fast 

full search for multiple reference frames based ME was proposed. This scheme was 

based on the Successive Elimination Algorithm (SEA): a fast full search approach. 

This approach reduced the processing power for surveillance videos. One drawback 

was the extra memory used. 

 
Finally, another fast ME search algorithm, multi-pattern search algorithm, was 

proposed to find approximate calculations as in case of the Diamond search. This 

algorithm is valid for any kind of videos, surveillance or non-surveillance. 

 

9.3 List of Publications 

The work presented in this thesis has lead to the following research publications. The 

author of the thesis is the main contributor to propose the strategies, developing 

algorithms, implementations and writing publications. 

 

1. M. Akram and E. Izquierdo, “Fast multi-frame motion estimation for 
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2. M. Akram and E. Izquierdo, “Selective block search for surveillance centric 

motion estimation,” in the Proc. of  IEEE 52nd  International Symposium 
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A fast motion estimation search algorithm was proposed. Computational 
complexity is reduced through acceptable compromise on visual quality. 

Fast multi-frame motion estimation for surveillance videos was proposed in 
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